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Introduction

There is much that isn’t known about the function of different proteins in biological organisms. Scientists are working on gaining a better understanding of protein functions by collecting single-cell RNA sequencing data (scRNA-seq), datasets that contain information about many individual cells and the RNA sequences that each one expresses. These datasets can offer key insights into protein function but are far too big to interpret by hand. This is where Professor Zhang’s research comes in.

Objective & Impact of Professor’s Research

Professor Zhang’s research focuses on clustering algorithms to understand scRNA-seq data. For example, a dataset containing cancer cells at different stages of development can be clustered by their development stage, providing insight into the growth of cancer cells. This can help doctors to determine the progression of cancer in patients, or potentially to diagnose it earlier.

There is much that isn’t known about the function of different proteins in biological organisms. Scientists are working on gaining a better understanding of protein functions by collecting single-cell RNA sequencing data (scRNA-seq), datasets that contain information about many individual cells and the RNA sequences that each one expresses. These datasets can offer key insights into protein function but are far too big to interpret by hand. This is where Professor Zhang’s research comes in.

Results

After seeing that applying PCA before K-means on SBM data improved clustering (Figures 1 and 2), we tested on an experimental dataset containing mouse embryo cells at 4 different stages of development. To show that PCA helped, we observed the average intra- and inter-cluster distances before and after PCA. The power of PCA is that it compresses intra-cluster distances much more than inter-cluster distances, not that intra-cluster distances will all be equal.

Although the dataset had 4 clusters, we got better results by clustering into 10 clusters (Figure 6) than clustering into 4 (Figure 5). Using a larger number of clusters allowed cluster 4 to be treated as many smaller clusters.

K-means - A clustering algorithm. K-means is greedy, meaning it sacrifices accuracy for speed and will usually not find the best possible clusters. It can be improved by using K-means++, which is what we used on the experimental data.

SBM (Stochastic Block Model) - An algorithm to generate datasets. It creates n nodes and groups them into k random clusters. If two nodes are in the same cluster, they are more likely to share an edge (represented by a 1 in the data).

PCA (Principal Component Analysis) - A tool for re-representing data in a smaller matrix. Instead of each cell having one value for each RNA sequence, it has fewer values while still retaining most of the original information.
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